There are lots of tools that can help you predict an  
outcome, or classify, but CHAID is especially good at helping you  
explain to **any audience** how the model arrives at it’s prediction or  
classification. It’s also incredibly robust from a statistical  
perspective, making almost no assumptions about your data for  
distribution or normality. This post I’ll focus on marrying CHAID with  
the awesome [caret package](https://topepo.github.io/caret/index.html)  
to make our predicting easier and hopefully more accurate. Although not  
strictly necessary you’re probably best served by reading the original  
post first.

We’ve been using a dataset that comes to us from the [IBM Watson  
Project](https://www.ibm.com/communities/analytics/watson-analytics-blog/hr-employee-attrition/)  
and comes packaged with the rsample library. It’s a very practical and  
understandable dataset. A great use case for a tree based algorithm.  
Imagine yourself in a fictional company faced with the task of trying to  
figure out which employees you are going to “lose” a.k.a. attrition or  
turnover. There’s a steep cost involved in keeping good employees, and  
training and on-boarding can be expensive. Being able to predict  
attrition even a little bit better would save you lots of money and make  
the company better, especially if you can understand exactly what you  
have to “watch out for” that might indicate the person is a high risk to  
leave.

**Setup and library loading**

If you’ve never used CHAID before you may also not have partykit.  
CHAID isn’t on CRAN but I have commented out the install command  
below. You’ll also get a variety of messages, none of which is relevant  
to this example so I’ve suppressed them.

# install.packages("partykit")

# install.packages("CHAID", repos="http://R-Forge.R-project.org")

require(rsample) # for dataset and splitting also loads broom and tidyr

require(dplyr)

require(CHAID)

require(purrr) # we'll use it to consolidate some data

require(caret)

require(kableExtra) # just to make the output nicer

**Predicting attrition in a fictional company**

[Last time](https://ibecav.github.io/chaidtutor1/) I spent a great deal  
of time explaining the mechanics of loading the data. This time we’ll  
race right through. If you need an explanation of what’s going on please  
refer back. I’ve embedded some comments in the code to follow along and  
changing the data frame name to newattrit is not strictly necessary it  
just mimics the last post.

str(attrition) # included in rsample

## 'data.frame': 1470 obs. of 31 variables:

## $ Age : int 41 49 37 33 27 32 59 30 38 36 ...

## $ Attrition : Factor w/ 2 levels "No","Yes": 2 1 2 1 1 1 1 1 1 1 ...

## $ BusinessTravel : Factor w/ 3 levels "Non-Travel","Travel\_Frequently",..: 3 2 3 2 3 2 3 3 2 3 ...

## $ DailyRate : int 1102 279 1373 1392 591 1005 1324 1358 216 1299 ...

## $ Department : Factor w/ 3 levels "Human\_Resources",..: 3 2 2 2 2 2 2 2 2 2 ...

## $ DistanceFromHome : int 1 8 2 3 2 2 3 24 23 27 ...

## $ Education : Ord.factor w/ 5 levels "Below\_College"<..: 2 1 2 4 1 2 3 1 3 3 ...

## $ EducationField : Factor w/ 6 levels "Human\_Resources",..: 2 2 5 2 4 2 4 2 2 4 ...

## $ EnvironmentSatisfaction : Ord.factor w/ 4 levels "Low"<"Medium"<..: 2 3 4 4 1 4 3 4 4 3 ...

## $ Gender : Factor w/ 2 levels "Female","Male": 1 2 2 1 2 2 1 2 2 2 ...

## $ HourlyRate : int 94 61 92 56 40 79 81 67 44 94 ...

## $ JobInvolvement : Ord.factor w/ 4 levels "Low"<"Medium"<..: 3 2 2 3 3 3 4 3 2 3 ...

## $ JobLevel : int 2 2 1 1 1 1 1 1 3 2 ...

## $ JobRole : Factor w/ 9 levels "Healthcare\_Representative",..: 8 7 3 7 3 3 3 3 5 1 ...

## $ JobSatisfaction : Ord.factor w/ 4 levels "Low"<"Medium"<..: 4 2 3 3 2 4 1 3 3 3 ...

## $ MaritalStatus : Factor w/ 3 levels "Divorced","Married",..: 3 2 3 2 2 3 2 1 3 2 ...

## $ MonthlyIncome : int 5993 5130 2090 2909 3468 3068 2670 2693 9526 5237 ...

## $ MonthlyRate : int 19479 24907 2396 23159 16632 11864 9964 13335 8787 16577 ...

## $ NumCompaniesWorked : int 8 1 6 1 9 0 4 1 0 6 ...

## $ OverTime : Factor w/ 2 levels "No","Yes": 2 1 2 2 1 1 2 1 1 1 ...

## $ PercentSalaryHike : int 11 23 15 11 12 13 20 22 21 13 ...

## $ PerformanceRating : Ord.factor w/ 4 levels "Low"<"Good"<"Excellent"<..: 3 4 3 3 3 3 4 4 4 3 ...

## $ RelationshipSatisfaction: Ord.factor w/ 4 levels "Low"<"Medium"<..: 1 4 2 3 4 3 1 2 2 2 ...

## $ StockOptionLevel : int 0 1 0 0 1 0 3 1 0 2 ...

## $ TotalWorkingYears : int 8 10 7 8 6 8 12 1 10 17 ...

## $ TrainingTimesLastYear : int 0 3 3 3 3 2 3 2 2 3 ...

## $ WorkLifeBalance : Ord.factor w/ 4 levels "Bad"<"Good"<"Better"<..: 1 3 3 3 3 2 2 3 3 2 ...

## $ YearsAtCompany : int 6 10 0 8 2 7 1 1 9 7 ...

## $ YearsInCurrentRole : int 4 7 0 7 2 7 0 0 7 7 ...

## $ YearsSinceLastPromotion : int 0 1 0 3 2 3 0 0 1 7 ...

## $ YearsWithCurrManager : int 5 7 0 0 2 6 0 0 8 7 ...

# the easy to convert because they are integers with less than 10 levels

attrition <- attrition %>%

mutate\_if(function(col) length(unique(col)) <= 10 & is.integer(col), as.factor)

# More difficult to get 5 levels

attrition$YearsSinceLastPromotion <- cut(

attrition$YearsSinceLastPromotion,

breaks = c(-1, 0.9, 1.9, 2.9, 30),

labels = c("Less than 1", "1", "2", "More than 2")

)

# everything else just five more or less even levels

attrition <- attrition %>%

mutate\_if(is.numeric, funs(cut\_number(., n=5)))

dim(attrition)

## [1] 1470 31

str(attrition)

## 'data.frame': 1470 obs. of 31 variables:

## $ Age : Factor w/ 5 levels "[18,29]","(29,34]",..: 4 5 3 2 1 2 5 2 3 3 ...

## $ Attrition : Factor w/ 2 levels "No","Yes": 2 1 2 1 1 1 1 1 1 1 ...

## $ BusinessTravel : Factor w/ 3 levels "Non-Travel","Travel\_Frequently",..: 3 2 3 2 3 2 3 3 2 3 ...

## $ DailyRate : Factor w/ 5 levels "[102,392]","(392,656]",..: 4 1 5 5 2 4 5 5 1 5 ...

## $ Department : Factor w/ 3 levels "Human\_Resources",..: 3 2 2 2 2 2 2 2 2 2 ...

## $ DistanceFromHome : Factor w/ 5 levels "[1,2]","(2,5]",..: 1 3 1 2 1 1 2 5 5 5 ...

## $ Education : Ord.factor w/ 5 levels "Below\_College"<..: 2 1 2 4 1 2 3 1 3 3 ...

## $ EducationField : Factor w/ 6 levels "Human\_Resources",..: 2 2 5 2 4 2 4 2 2 4 ...

## $ EnvironmentSatisfaction : Ord.factor w/ 4 levels "Low"<"Medium"<..: 2 3 4 4 1 4 3 4 4 3 ...

## $ Gender : Factor w/ 2 levels "Female","Male": 1 2 2 1 2 2 1 2 2 2 ...

## $ HourlyRate : Factor w/ 5 levels "[30,45]","(45,59]",..: 5 3 5 2 1 4 4 3 1 5 ...

## $ JobInvolvement : Ord.factor w/ 4 levels "Low"<"Medium"<..: 3 2 2 3 3 3 4 3 2 3 ...

## $ JobLevel : Factor w/ 5 levels "1","2","3","4",..: 2 2 1 1 1 1 1 1 3 2 ...

## $ JobRole : Factor w/ 9 levels "Healthcare\_Representative",..: 8 7 3 7 3 3 3 3 5 1 ...

## $ JobSatisfaction : Ord.factor w/ 4 levels "Low"<"Medium"<..: 4 2 3 3 2 4 1 3 3 3 ...

## $ MaritalStatus : Factor w/ 3 levels "Divorced","Married",..: 3 2 3 2 2 3 2 1 3 2 ...

## $ MonthlyIncome : Factor w/ 5 levels "[1.01e+03,2.7e+03]",..: 4 3 1 2 2 2 1 1 4 3 ...

## $ MonthlyRate : Factor w/ 5 levels "[2.09e+03,6.89e+03]",..: 4 5 1 5 3 3 2 3 2 3 ...

## $ NumCompaniesWorked : Factor w/ 10 levels "0","1","2","3",..: 9 2 7 2 10 1 5 2 1 7 ...

## $ OverTime : Factor w/ 2 levels "No","Yes": 2 1 2 2 1 1 2 1 1 1 ...

## $ PercentSalaryHike : Factor w/ 5 levels "[11,12]","(12,13]",..: 1 5 3 1 1 2 5 5 5 2 ...

## $ PerformanceRating : Ord.factor w/ 4 levels "Low"<"Good"<"Excellent"<..: 3 4 3 3 3 3 4 4 4 3 ...

## $ RelationshipSatisfaction: Ord.factor w/ 4 levels "Low"<"Medium"<..: 1 4 2 3 4 3 1 2 2 2 ...

## $ StockOptionLevel : Factor w/ 4 levels "0","1","2","3": 1 2 1 1 2 1 4 2 1 3 ...

## $ TotalWorkingYears : Factor w/ 5 levels "[0,5]","(5,8]",..: 2 3 2 2 2 2 4 1 3 4 ...

## $ TrainingTimesLastYear : Factor w/ 7 levels "0","1","2","3",..: 1 4 4 4 4 3 4 3 3 4 ...

## $ WorkLifeBalance : Ord.factor w/ 4 levels "Bad"<"Good"<"Better"<..: 1 3 3 3 3 2 2 3 3 2 ...

## $ YearsAtCompany : Factor w/ 5 levels "[0,2]","(2,5]",..: 3 4 1 4 1 3 1 1 4 3 ...

## $ YearsInCurrentRole : Factor w/ 5 levels "[0,1]","(1,2]",..: 3 4 1 4 2 4 1 1 4 4 ...

## $ YearsSinceLastPromotion : Factor w/ 4 levels "Less than 1",..: 1 2 1 4 3 4 1 1 2 4 ...

## $ YearsWithCurrManager : Factor w/ 5 levels "[0,1]","(1,2]",..: 4 4 1 1 2 4 1 1 5 4 ...

newattrit <- attrition %>%

select\_if(is.factor)

dim(newattrit)

## [1] 1470 31

Okay we have data on 1,470 employees. We have 30 potential predictor  
(features) or independent variables and the all important attrition  
variable which gives us a yes or no answer to the question of whether or  
not the employee left. We’re to build the most accurate predictive model  
we can that is also simple (parsimonious) and explainable. The  
predictors we have seem to be the sorts of data we might have on hand in  
our HR files and thank goodness are labelled in a way that makes them  
pretty self explanatory.

Last post we explored the control options and built predictive models  
like the one below. [For a review of what the output means and how CHAID  
works please refer back](https://ibecav.github.io/chaidtutor1/).

# explore the control options

ctrl <- chaid\_control(minsplit = 200, minprob = 0.05)

ctrl

## $alpha2

## [1] 0.05

##

## $alpha3

## [1] -1

##

## $alpha4

## [1] 0.05

##

## $minsplit

## [1] 200

##

## $minbucket

## [1] 7

##

## $minprob

## [1] 0.05

##

## $stump

## [1] FALSE

##

## $maxheight

## [1] -1

##

## attr(,"class")

## [1] "chaid\_control"

full\_data <- chaid(Attrition ~ ., data = newattrit, control = ctrl)

print(full\_data)

##

## Model formula:

## Attrition ~ Age + BusinessTravel + DailyRate + Department + DistanceFromHome +

## Education + EducationField + EnvironmentSatisfaction + Gender +

## HourlyRate + JobInvolvement + JobLevel + JobRole + JobSatisfaction +

## MaritalStatus + MonthlyIncome + MonthlyRate + NumCompaniesWorked +

## OverTime + PercentSalaryHike + PerformanceRating + RelationshipSatisfaction +

## StockOptionLevel + TotalWorkingYears + TrainingTimesLastYear +

## WorkLifeBalance + YearsAtCompany + YearsInCurrentRole + YearsSinceLastPromotion +

## YearsWithCurrManager

##

## Fitted party:

## [1] root

## | [2] OverTime in No

## | | [3] YearsAtCompany in [0,2]

## | | | [4] Age in [18,29], (29,34]: No (n = 129, err = 32.6%)

## | | | [5] Age in (34,38], (38,45], (45,60]: No (n = 109, err = 6.4%)

## | | [6] YearsAtCompany in (2,5], (5,7], (7,10], (10,40]

## | | | [7] WorkLifeBalance in Bad: No (n = 45, err = 22.2%)

## | | | [8] WorkLifeBalance in Good, Better, Best

## | | | | [9] JobSatisfaction in Low: No (n = 153, err = 12.4%)

## | | | | [10] JobSatisfaction in Medium, High, Very\_High

## | | | | | [11] Age in [18,29], (29,34], (34,38], (38,45]

## | | | | | | [12] BusinessTravel in Non-Travel, Travel\_Rarely

## | | | | | | | [13] JobInvolvement in Low: No (n = 25, err = 12.0%)

## | | | | | | | [14] JobInvolvement in Medium, High, Very\_High

## | | | | | | | | [15] RelationshipSatisfaction in Low: No (n = 81, err = 3.7%)

## | | | | | | | | [16] RelationshipSatisfaction in Medium, High: No (n = 198, err = 0.0%)

## | | | | | | | | [17] RelationshipSatisfaction in Very\_High: No (n = 105, err = 4.8%)

## | | | | | | [18] BusinessTravel in Travel\_Frequently: No (n = 95, err = 8.4%)

## | | | | | [19] Age in (45,60]: No (n = 114, err = 11.4%)

## | [20] OverTime in Yes

## | | [21] JobLevel in 1: Yes (n = 156, err = 47.4%)

## | | [22] JobLevel in 2, 3, 4, 5

## | | | [23] MaritalStatus in Divorced, Married: No (n = 188, err = 10.6%)

## | | | [24] MaritalStatus in Single: No (n = 72, err = 34.7%)

##

## Number of inner nodes: 11

## Number of terminal nodes: 13

plot(

full\_data,

main = "newattrit dataset, minsplit = 200, minprob = 0.05",

gp = gpar(

lty = "solid",

lwd = 2,

fontsize = 10

)

)

![](data:image/png;base64,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)

**Over-fitting**

Okay we have a working predictive model. At this point, however, we’ve  
been **cheating** to a certain degree! We’ve been using every available  
piece of data we have to develop the best possible model. We’ve told the  
powerful all-knowing algorithims to squeeze every last bit of accuracy  
they can out of the data. We’ve told it to fit the best possible  
model. Problem is that we may have done that at the cost of being able  
to generalize our model to new data or to new situations. That’s the  
problem of over-fitting in a nutshell. If you want a fuller  
understanding please consider [reading this post on  
EliteDataScience](https://elitedatascience.com/overfitting-in-machine-learning).  
I’m going to move on to a solution for solving this limitation and  
that’s where caret comes in.

We’re going to use caret to employ cross-validation a.k.a. cv to  
solve this challenge for us, or more accurately to mitigate the problem.  
[The same article  
explains](https://elitedatascience.com/overfitting-in-machine-learning#how-to-prevent)  
it well so I won’t repeat that explanation here, I’ll simply show you  
how to run the steps in R.

This is also a good time to point out that caret has [extraordinarily  
comprehensive documentation](https://topepo.github.io/caret/) which I  
used extensively and I’m limiting myself to the basics.

As a first step, let’s just take 30% of our data and put is aside for a  
minute. We’re not going to let chaid *see it* or know about it as we  
build the model. In some scenarios you have subsequent data at hand for  
checking your model (data from another company or another year or …). We  
don’t, so we’re going to self-impose this restraint. Why 30%? Doesn’t  
have to be, could be as low as 20% or as high as 40% it really depends  
on how conservative you want to be, and how much data you have at hand.  
Since this is just a tutorial we’ll simply use 30% as a representative  
number. We’ve already loaded both rsample and caret either of which  
is quite capable of making this split for us. I’m arbitrarily going to  
use rsample syntax which is the line with initial\_split(newattrit,  
prop = .7, strata = "Attrition") in it. That takes our data set  
newattrit makes a 70% split ensuring that we keep our outcome variable  
Attrition as close to 70/30 as we can. *This is important because our  
data is already pretty lop-sided* for outcomes. The two subsequent lines  
serve to take the data contained in split and produce two separate  
dataframes, test and train. They have 440 and 1030 staff members  
each. We’ll set test aside for now and focus on train.

# Create training (70%) and test (30%) sets for the attrition data.

# Use set.seed for reproducibility

#####

set.seed(1234)

split <- initial\_split(newattrit, prop = .7, strata = "Attrition")

train <- training(split)

test <- testing(split)

The next step is a little counter-intuitive but quite practical. Turns  
out that many models do not perform well when you feed them a formula  
for the model even if they claim to support a formula interface (as  
CHAID does). [Here’s an SO  
link](https://stackoverflow.com/questions/33088893/caret-random-forests-not-working-something-is-wrong-all-the-accuracy-metric)  
that discusses in detail but my suggestion to you is to always separate  
them and avoid the problem altogether. We’re just taking our  
predictors or features and putting them in x while we put our  
outcome in y.

# create response and feature data

features <- setdiff(names(train), "Attrition")

x <- train[, features]

y <- train$Attrition

Alright, let’s get back on track. trainControl is the function within  
caret we need to use. Chapter 5 in the caret doco covers it in great  
detail. I’m simply going to pluck out a few sane and safe options.  
method = "cv" gets us cross-validation. number = 10 is pretty  
obvious. I happen to like seeing the progress in case I want to go for  
coffee so verboseIter = TRUE, and I play it safe and explicitly save  
my predictions savePredictions = "final". We put everything in  
train\_control which we’ll use in a minute.

# set up 10-fold cross validation procedure

train\_control <- trainControl(method = "cv",

number = 10,

verboseIter = TRUE,

savePredictions = "final")

Not surprisingly the train function in caret trains our model! It  
wants to know what our x and y’s are, as well as our training  
control parameters which we’ve parked in train\_control. At this point  
we could successfully unleash the dogs of war (sorry Shakespeare) and  
train our model since we know we want to use chaid. But let’s change  
one other useful thing and that is metric which is what metric we want  
to use to pick the “best” model. Instead of the default “accuracy” we’ll  
use Kappa which as you may remember from the last post is more  
conservative measure of how well we did.

**If you’re running this code yourself this is a good time to take a  
coffee break. I’ll tell you later how to find out how long it took  
more or less exactly. But there’s no getting around it we’re model  
building many more times so it takes longer.**

# train model

chaid.m1 <- train(

x = x,

y = y,

method = "chaid",

metric = "Kappa",

trControl = train\_control

)

## + Fold01: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold01: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold01: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold01: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold01: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold01: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold02: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold02: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold02: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold02: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold02: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold02: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold03: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold03: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold03: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold03: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold03: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold03: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold04: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold04: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold04: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold04: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold04: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold04: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold05: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold05: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold05: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold05: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold05: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold05: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold06: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold06: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold06: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold06: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold06: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold06: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold07: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold07: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold07: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold07: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold07: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold07: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold08: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold08: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold08: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold08: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold08: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold08: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold09: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold09: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold09: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold09: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold09: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold09: alpha2=0.01, alpha3=-1, alpha4=0.01

## + Fold10: alpha2=0.05, alpha3=-1, alpha4=0.05

## - Fold10: alpha2=0.05, alpha3=-1, alpha4=0.05

## + Fold10: alpha2=0.03, alpha3=-1, alpha4=0.03

## - Fold10: alpha2=0.03, alpha3=-1, alpha4=0.03

## + Fold10: alpha2=0.01, alpha3=-1, alpha4=0.01

## - Fold10: alpha2=0.01, alpha3=-1, alpha4=0.01

## Aggregating results

## Selecting tuning parameters

## Fitting alpha2 = 0.05, alpha3 = -1, alpha4 = 0.05 on full training set

And…. we’re done. Turns out in this case the best solution was what  
chaid uses as defaults. The very last line of the output tells us  
that. But let’s use what we have used in the past for printing and  
plotting the results…

chaid.m1 #equivalent to print(chaid.m1)

## CHi-squared Automated Interaction Detection

##

## 1030 samples

## 30 predictor

## 2 classes: 'No', 'Yes'

##

## No pre-processing

## Resampling: Cross-Validated (10 fold)

## Summary of sample sizes: 928, 927, 927, 926, 928, 926, ...

## Resampling results across tuning parameters:

##

## alpha2 alpha4 Accuracy Kappa

## 0.01 0.01 0.8223292 0.1522392

## 0.03 0.03 0.8349699 0.1579585

## 0.05 0.05 0.8213958 0.1692826

##

## Tuning parameter 'alpha3' was held constant at a value of -1

## Kappa was used to select the optimal model using the largest value.

## The final values used for the model were alpha2 = 0.05, alpha3 = -1

## and alpha4 = 0.05.

plot(chaid.m1)
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Wait. What? These are not the output we’re used to. caret has changed  
the output from its’ work (an improvement actually) but we’ll have to  
change how we get the information out. Before we do that however, let’s  
inspect what we have so far. The output gives us a nice concise summary.  
1030 cases with 30 predictors. It gives us an idea of how many of the  
1030 cases were used in the individual folds Summary of sample  
sizes: 928, 927, 927, 926, 928, 926, ....

The bit about alpha2, alpha4, and alpha3 is somewhat mysterious.  
We saw those names when we looked at the chaid\_control documentation  
last post but why are they here? We’ll come back to that in a moment.  
But it is clear that it thought Kappa of 0.1692826 was best.

The plot isn’t what we’re used to seeing, but is easy to understand.  
Kappa is on the y axis, alpha2 on the x axis and it’s shaded/colored  
by alpha4 (remember we left alpha3 out of the mix). The plot is a  
bit of overkill for what we did but we’ll put it to better use later.

But what about the things we were used to seeing? Well if you remember  
that caret is reporting averages of all the folds it sort of makes  
sense that the **best** final model results are now in  
chaid.m1$finalModel so we need to use that when we print or plot.  
So in the next block of code let’s:

1. Print the final model from chaid (chaid.m1$finalModel)
2. Plot the final model from chaid (plot(chaid.m1$finalModel))
3. Produce the confusionMatrix across all folds  
   (confusionMatrix(chaid.m1))
4. Produce the confusionMatrix using the final model  
   (confusionMatrix(predict(chaid.m1), y))
5. Check on variable importance (varImp(chaid.m1))
6. The best tuning parameters are stored in chaid.m1$bestTune
7. How long did it take? Look in chaid.m1$times
8. In case you forgot what method you used look here chaid.m1$method
9. We’ll look at model info in a bit chaid.m1$modelInfo
10. The summarized results are here in a nice format if needed later  
    chaid.m1$results

Many of these you’ll never need but I wanted to at least give you a hint  
of how complete the chaid.m1 object is

chaid.m1$finalModel

##

## Model formula:

## .outcome ~ Age + BusinessTravel + DailyRate + Department + DistanceFromHome +

## Education + EducationField + EnvironmentSatisfaction + Gender +

## HourlyRate + JobInvolvement + JobLevel + JobRole + JobSatisfaction +

## MaritalStatus + MonthlyIncome + MonthlyRate + NumCompaniesWorked +

## OverTime + PercentSalaryHike + PerformanceRating + RelationshipSatisfaction +

## StockOptionLevel + TotalWorkingYears + TrainingTimesLastYear +

## WorkLifeBalance + YearsAtCompany + YearsInCurrentRole + YearsSinceLastPromotion +

## YearsWithCurrManager

##

## Fitted party:

## [1] root

## | [2] OverTime in No

## | | [3] YearsAtCompany in [0,2]

## | | | [4] Age in [18,29], (29,34]

## | | | | [5] StockOptionLevel in 0: No (n = 43, err = 48.8%)

## | | | | [6] StockOptionLevel in 1, 2, 3

## | | | | | [7] RelationshipSatisfaction in Low: Yes (n = 7, err = 42.9%)

## | | | | | [8] RelationshipSatisfaction in Medium, High, Very\_High: No (n = 38, err = 7.9%)

## | | | [9] Age in (34,38], (38,45], (45,60]: No (n = 77, err = 7.8%)

## | | [10] YearsAtCompany in (2,5], (5,7], (7,10], (10,40]

## | | | [11] WorkLifeBalance in Bad: No (n = 36, err = 19.4%)

## | | | [12] WorkLifeBalance in Good, Better, Best

## | | | | [13] Department in Human\_Resources, Sales

## | | | | | [14] Age in [18,29], (29,34], (34,38], (38,45]

## | | | | | | [15] WorkLifeBalance in Bad, Good: No (n = 37, err = 16.2%)

## | | | | | | [16] WorkLifeBalance in Better, Best: No (n = 119, err = 4.2%)

## | | | | | [17] Age in (45,60]: No (n = 27, err = 25.9%)

## | | | | [18] Department in Research\_Development: No (n = 347, err = 4.0%)

## | [19] OverTime in Yes

## | | [20] JobLevel in 1

## | | | [21] JobRole in Healthcare\_Representative, Human\_Resources, Laboratory\_Technician, Manager, Manufacturing\_Director, Research\_Director, Sales\_Executive, Sales\_Representative

## | | | | [22] JobInvolvement in Low, Medium: Yes (n = 19, err = 10.5%)

## | | | | [23] JobInvolvement in High, Very\_High: Yes (n = 45, err = 44.4%)

## | | | [24] JobRole in Research\_Scientist: No (n = 53, err = 35.8%)

## | | [25] JobLevel in 2, 3, 4, 5

## | | | [26] Gender in Female: No (n = 86, err = 9.3%)

## | | | [27] Gender in Male

## | | | | [28] MaritalStatus in Divorced, Married: No (n = 71, err = 18.3%)

## | | | | [29] MaritalStatus in Single: No (n = 25, err = 44.0%)

##

## Number of inner nodes: 14

## Number of terminal nodes: 15

plot(chaid.m1$finalModel)
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confusionMatrix(chaid.m1)

## Cross-Validated (10 fold) Confusion Matrix

##

## (entries are percentual average cell counts across resamples)

##

## Reference

## Prediction No Yes

## No 79.0 13.0

## Yes 4.9 3.1

##

## Accuracy (average) : 0.8214

confusionMatrix(predict(chaid.m1), y)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 839 120

## Yes 25 46

##

## Accuracy : 0.8592

## 95% CI : (0.8365, 0.8799)

## No Information Rate : 0.8388

## P-Value [Acc > NIR] : 0.03938

##

## Kappa : 0.3228

## Mcnemar's Test P-Value : 5.89e-15

##

## Sensitivity : 0.9711

## Specificity : 0.2771

## Pos Pred Value : 0.8749

## Neg Pred Value : 0.6479

## Prevalence : 0.8388

## Detection Rate : 0.8146

## Detection Prevalence : 0.9311

## Balanced Accuracy : 0.6241

##

## 'Positive' Class : No

##

varImp(chaid.m1)

## ROC curve variable importance

##

## only 20 most important variables shown (out of 30)

##

## Importance

## OverTime 100.00

## YearsInCurrentRole 90.81

## YearsAtCompany 90.41

## MonthlyIncome 87.08

## JobLevel 84.36

## TotalWorkingYears 80.04

## YearsWithCurrManager 79.78

## StockOptionLevel 69.51

## MaritalStatus 65.96

## Age 59.31

## JobSatisfaction 44.86

## JobInvolvement 44.27

## DistanceFromHome 36.80

## EnvironmentSatisfaction 32.15

## WorkLifeBalance 31.63

## DailyRate 30.23

## JobRole 29.94

## NumCompaniesWorked 28.67

## Department 25.79

## HourlyRate 19.81

chaid.m1$bestTune

## alpha2 alpha3 alpha4

## 3 0.05 -1 0.05

chaid.m1$times

## $everything

## user system elapsed

## 247.218 1.581 248.999

##

## $final

## user system elapsed

## 9.612 0.055 9.674

##

## $prediction

## [1] NA NA NA

chaid.m1$method

## [1] "chaid"

chaid.m1$modelInfo

## $label

## [1] "CHi-squared Automated Interaction Detection"

##

## $library

## [1] "CHAID"

##

## $loop

## NULL

##

## $type

## [1] "Classification"

##

## $parameters

## parameter class

## 1 alpha2 numeric

## 2 alpha3 numeric

## 3 alpha4 numeric

## label

## 1 Merging Threshold

## 2 Splitting former Merged Threshold

## 3 \n Splitting former Merged Threshold

##

## $grid

## function (x, y, len = NULL, search = "grid")

## {

## if (search == "grid") {

## out <- data.frame(alpha2 = seq(from = 0.05, to = 0.01,

## length = len), alpha3 = -1, alpha4 = seq(from = 0.05,

## to = 0.01, length = len))

## }

## else {

## out <- data.frame(alpha2 = runif(len, min = 1e-06, max = 0.1),

## alpha3 = runif(len, min = -0.1, max = 0.1), alpha4 = runif(len,

## min = 1e-06, max = 0.1))

## }

## out

## }

##

## $fit

## function (x, y, wts, param, lev, last, classProbs, ...)

## {

## dat <- if (is.data.frame(x))

## x

## else as.data.frame(x)

## dat$.outcome <- y

## theDots <- list(...)

## if (any(names(theDots) == "control")) {

## theDots$control$alpha2 <- param$alpha2

## theDots$control$alpha3 <- param$alpha3

## theDots$control$alpha4 <- param$alpha4

## ctl <- theDots$control

## theDots$control <- NULL

## }

## else ctl <- chaid\_control(alpha2 = param$alpha2, alpha3 = param$alpha3,

## alpha4 = param$alpha4)

## if (!is.null(wts))

## theDots$weights <- wts

## modelArgs <- c(list(formula = as.formula(".outcome ~ ."),

## data = dat, control = ctl), theDots)

## out <- do.call(CHAID::chaid, modelArgs)

## out

## }

##

##

## $predict

## function (modelFit, newdata, submodels = NULL)

## {

## if (!is.data.frame(newdata))

## newdata <- as.data.frame(newdata)

## predict(modelFit, newdata)

## }

##

##

## $prob

## function (modelFit, newdata, submodels = NULL)

## {

## if (!is.data.frame(newdata))

## newdata <- as.data.frame(newdata)

## predict(modelFit, newdata, type = "prob")

## }

##

## $levels

## function (x)

## x$obsLevels

##

## $predictors

## function (x, surrogate = TRUE, ...)

## {

## predictors(terms(x))

## }

##

## $tags

## [1] "Tree-Based Model" "Implicit Feature Selection"

## [3] "Two Class Only" "Accepts Case Weights"

##

## $sort

## function (x)

## x[order(-x$alpha2, -x$alpha4, -x$alpha3), ]

chaid.m1$results

## alpha2 alpha3 alpha4 Accuracy Kappa AccuracySD KappaSD

## 1 0.01 -1 0.01 0.8223292 0.1522392 0.01887938 0.1278739

## 2 0.03 -1 0.03 0.8349699 0.1579585 0.02503052 0.1093852

## 3 0.05 -1 0.05 0.8213958 0.1692826 0.03353654 0.1180522

**Let’s tune it up a little**

Having mastered the basics of using caret and chaid let’s explore a  
little deeper. By default caret allows us to adjust three parameters  
in our chaid model; alpha2, alpha3, and alpha4. As a matter of  
fact it will allow us to build a grid of those parameters and test all  
the permutations we like, using the same cross-validation process. I’m a  
bit worried that we’re not being conservative enough. I’d like to train  
our model using p values for alpha that are not .05, .03, and .01 but  
instead the de facto levels in my discipline; .05, .01, and .001. The  
function in caret is tuneGrid. We’ll use the base R function  
expand.grid to build a dataframe with all the combinations and then  
feed it to caret in our next training.

Therefore search\_grid will hold the values and we’ll add the line  
tuneGrid = search\_grid to our call to train. We’ll call the results  
chaid.m2 and see how we did (I’m turning off verbose iteration output  
since you’ve seen it on screen once already)…

# set up tuning grid default

search\_grid <- expand.grid(

alpha2 = c(.05, .01, .001),

alpha4 = c(.05, .01, .001),

alpha3 = -1

)

# no verbose

train\_control <- trainControl(method = "cv",

number = 10,

savePredictions = "final")

# train model

chaid.m2 <- train(

x = x,

y = y,

method = "chaid",

metric = "Kappa",

trControl = train\_control,

tuneGrid = search\_grid

)

chaid.m2

## CHi-squared Automated Interaction Detection

##

## 1030 samples

## 30 predictor

## 2 classes: 'No', 'Yes'

##

## No pre-processing

## Resampling: Cross-Validated (10 fold)

## Summary of sample sizes: 926, 927, 928, 928, 928, 926, ...

## Resampling results across tuning parameters:

##

## alpha2 alpha4 Accuracy Kappa

## 0.001 0.001 0.8378522 0.2755221

## 0.001 0.010 0.8329691 0.2039261

## 0.001 0.050 0.8231655 0.2026735

## 0.010 0.001 0.8378522 0.2755221

## 0.010 0.010 0.8358914 0.2185542

## 0.010 0.050 0.8280863 0.2231160

## 0.050 0.001 0.8407648 0.2992935

## 0.050 0.010 0.8387949 0.2487845

## 0.050 0.050 0.8280296 0.2324447

##

## Tuning parameter 'alpha3' was held constant at a value of -1

## Kappa was used to select the optimal model using the largest value.

## The final values used for the model were alpha2 = 0.05, alpha3 = -1

## and alpha4 = 0.001.

plot(chaid.m2)

![](data:image/png;base64,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)

chaid.m2$finalModel

##

## Model formula:

## .outcome ~ Age + BusinessTravel + DailyRate + Department + DistanceFromHome +

## Education + EducationField + EnvironmentSatisfaction + Gender +

## HourlyRate + JobInvolvement + JobLevel + JobRole + JobSatisfaction +

## MaritalStatus + MonthlyIncome + MonthlyRate + NumCompaniesWorked +

## OverTime + PercentSalaryHike + PerformanceRating + RelationshipSatisfaction +

## StockOptionLevel + TotalWorkingYears + TrainingTimesLastYear +

## WorkLifeBalance + YearsAtCompany + YearsInCurrentRole + YearsSinceLastPromotion +

## YearsWithCurrManager

##

## Fitted party:

## [1] root

## | [2] OverTime in No

## | | [3] YearsAtCompany in [0,2]: No (n = 165, err = 20.6%)

## | | [4] YearsAtCompany in (2,5], (5,7], (7,10], (10,40]: No (n = 566, err = 6.9%)

## | [5] OverTime in Yes

## | | [6] JobLevel in 1: Yes (n = 117, err = 47.9%)

## | | [7] JobLevel in 2, 3, 4, 5: No (n = 182, err = 17.6%)

##

## Number of inner nodes: 3

## Number of terminal nodes: 4

plot(chaid.m2$finalModel)

![](data:image/png;base64,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)

confusionMatrix(chaid.m2)

## Cross-Validated (10 fold) Confusion Matrix

##

## (entries are percentual average cell counts across resamples)

##

## Reference

## Prediction No Yes

## No 79.0 11.1

## Yes 4.9 5.0

##

## Accuracy (average) : 0.8408

confusionMatrix(predict(chaid.m2), y)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 808 105

## Yes 56 61

##

## Accuracy : 0.8437

## 95% CI : (0.82, 0.8653)

## No Information Rate : 0.8388

## P-Value [Acc > NIR] : 0.354533

##

## Kappa : 0.3436

## Mcnemar's Test P-Value : 0.000155

##

## Sensitivity : 0.9352

## Specificity : 0.3675

## Pos Pred Value : 0.8850

## Neg Pred Value : 0.5214

## Prevalence : 0.8388

## Detection Rate : 0.7845

## Detection Prevalence : 0.8864

## Balanced Accuracy : 0.6513

##

## 'Positive' Class : No

##

chaid.m2$times

## $everything

## user system elapsed

## 524.972 3.729 529.873

##

## $final

## user system elapsed

## 2.173 0.013 2.191

##

## $prediction

## [1] NA NA NA

chaid.m2$results

## alpha2 alpha4 alpha3 Accuracy Kappa AccuracySD KappaSD

## 1 0.001 0.001 -1 0.8378522 0.2755221 0.02253555 0.09552095

## 2 0.001 0.010 -1 0.8329691 0.2039261 0.02263752 0.09977861

## 3 0.001 0.050 -1 0.8231655 0.2026735 0.03187552 0.12676157

## 4 0.010 0.001 -1 0.8378522 0.2755221 0.02253555 0.09552095

## 5 0.010 0.010 -1 0.8358914 0.2185542 0.02240334 0.10717030

## 6 0.010 0.050 -1 0.8280863 0.2231160 0.03056971 0.08137926

## 7 0.050 0.001 -1 0.8407648 0.2992935 0.02523390 0.10729121

## 8 0.050 0.010 -1 0.8387949 0.2487845 0.02277103 0.10696016

## 9 0.050 0.050 -1 0.8280296 0.2324447 0.03157911 0.13890292

Very nice! Some key points here. Even though our model got more  
conservative and has far fewer nodes, our accuracy has improved as  
measured both by traditional accuracy and Kappa. That applies at both  
the average fold level but more importantly at the *best model*  
prediction stage. Later on we’ll start using our models to predict  
against the data we held out in test.

The plot is also more useful now. No matter what we do with alpha2 it  
pays to keep alpha4 conservative at .001 (blue line always on top) but  
keeping alpha2 modest seems to be best.

This goes to the heart of our conversation about over-fitting. While it  
may seem like 1,400+ cases is a lot of data we are at great risk of  
over-fitting if we try and build too complex a model, so sometimes a  
conservative track is warranted.

**A Custom caret model**

Earlier I printed the results of chaid.m1$modelInfo and then pretty  
much skipped over discussing them. Under the covers one of the strengths  
of caret is that it keeps some default information about how to tune  
various types of algorithms. They are visible at  
<https://github.com/topepo/caret/tree/master/models/files>.

My experience is that they are quite comprehensive and allow you to get  
your modelling done. But sometimes you want to do something your own way  
or different and caret has provisions for that. If you look at the  
default model setup for CHAID [here on  
GITHUB](https://github.com/topepo/caret/blob/master/models/files/chaid.R)  
you can see that it only allows you to tune on alpha2, alpha3, and  
alpha4 by default. That is not a comprehensive list of all the  
parameters we can work with in chaid\_control see ?chaid\_control for  
a listing and brief description of what they all are.

What if, for example, we wanted to tune based upon minsplit,  
minbucket, minprob, maxheight instead? How would we go about using  
all the built in functionality in caret but have it our way? There’s a  
section in the caret documentation called [“Using Your Own Model In  
Train”](https://topepo.github.io/caret/using-your-own-model-in-train.html)  
that does a great job of walking you through the steps. At first it  
looked a little too complicated for my tastes, but I found that with a  
bit of trial and error I was able to hack up the existing list that I  
found on GITHUB and convert it into a list in my local environment that  
worked perfectly for my needs.

I won’t bore you with all the details and the documentation is quite  
good so it wound up being mainly a search and replace operation and  
adding one parameter. I decided to call my version cgpCHAID and here’s  
what the version looks like.

# hack up my own

cgpCHAID <- list(label = "CGP CHAID",

library = "CHAID",

loop = NULL,

type = c("Classification"),

parameters = data.frame(parameter = c('minsplit', 'minbucket', 'minprob', 'maxheight'),

class = rep('numeric', 4),

label = c('Numb obs in response where no further split',

"Minimum numb obs in terminal nodes",

"Minimum freq of obs in terminal nodes.",

"Maximum height for the tree")

),

grid = function(x, y, len = NULL, search = "grid") {

if(search == "grid") {

out <- data.frame(minsplit = c(20,30),

minbucket = 7,

minprob = c(0.05,0.01),

maxheight = -1)

} else {

out <- data.frame(minsplit = c(20,30),

minbucket = 7,

minprob = c(0.05,0.01),

maxheight = -1)

}

out

},

fit = function(x, y, wts, param, lev, last, classProbs, ...) {

dat <- if(is.data.frame(x)) x else as.data.frame(x)

dat$.outcome <- y

theDots <- list(...)

if(any(names(theDots) == "control")) {

theDots$control$minsplit <- param$minsplit

theDots$control$minbucket <- param$minbucket

theDots$control$minprob <- param$minprob

theDots$control$maxheight <- param$maxheight

ctl <- theDots$control

theDots$control <- NULL

} else ctl <- chaid\_control(minsplit = param$minsplit,

minbucket = param$minbucket,

minprob = param$minprob,

maxheight = param$maxheight)

## pass in any model weights

if(!is.null(wts)) theDots$weights <- wts

modelArgs <- c(

list(

formula = as.formula(".outcome ~ ."),

data = dat,

control = ctl),

theDots)

out <- do.call(CHAID::chaid, modelArgs)

out

},

predict = function(modelFit, newdata, submodels = NULL) {

if(!is.data.frame(newdata)) newdata <- as.data.frame(newdata)

predict(modelFit, newdata)

},

prob = function(modelFit, newdata, submodels = NULL) {

if(!is.data.frame(newdata)) newdata <- as.data.frame(newdata)

predict(modelFit, newdata, type = "prob")

},

levels = function(x) x$obsLevels,

predictors = function(x, surrogate = TRUE, ...) {

predictors(terms(x))

},

tags = c('Tree-Based Model', "Implicit Feature Selection", "Two Class Only", "Accepts Case Weights"),

sort = function(x) x[order(-x$minsplit, -x$minbucket, -x$minprob, -x$maxheight),])

cgpCHAID

## $label

## [1] "CGP CHAID"

##

## $library

## [1] "CHAID"

##

## $loop

## NULL

##

## $type

## [1] "Classification"

##

## $parameters

## parameter class label

## 1 minsplit numeric Numb obs in response where no further split

## 2 minbucket numeric Minimum numb obs in terminal nodes

## 3 minprob numeric Minimum freq of obs in terminal nodes.

## 4 maxheight numeric Maximum height for the tree

##

## $grid

## function (x, y, len = NULL, search = "grid")

## {

## if (search == "grid") {

## out <- data.frame(minsplit = c(20, 30), minbucket = 7,

## minprob = c(0.05, 0.01), maxheight = -1)

## }

## else {

## out <- data.frame(minsplit = c(20, 30), minbucket = 7,

## minprob = c(0.05, 0.01), maxheight = -1)

## }

## out

## }

##

## $fit

## function (x, y, wts, param, lev, last, classProbs, ...)

## {

## dat <- if (is.data.frame(x))

## x

## else as.data.frame(x)

## dat$.outcome <- y

## theDots <- list(...)

## if (any(names(theDots) == "control")) {

## theDots$control$minsplit <- param$minsplit

## theDots$control$minbucket <- param$minbucket

## theDots$control$minprob <- param$minprob

## theDots$control$maxheight <- param$maxheight

## ctl <- theDots$control

## theDots$control <- NULL

## }

## else ctl <- chaid\_control(minsplit = param$minsplit, minbucket = param$minbucket,

## minprob = param$minprob, maxheight = param$maxheight)

## if (!is.null(wts))

## theDots$weights <- wts

## modelArgs <- c(list(formula = as.formula(".outcome ~ ."),

## data = dat, control = ctl), theDots)

## out <- do.call(CHAID::chaid, modelArgs)

## out

## }

##

## $predict

## function (modelFit, newdata, submodels = NULL)

## {

## if (!is.data.frame(newdata))

## newdata <- as.data.frame(newdata)

## predict(modelFit, newdata)

## }

##

## $prob

## function (modelFit, newdata, submodels = NULL)

## {

## if (!is.data.frame(newdata))

## newdata <- as.data.frame(newdata)

## predict(modelFit, newdata, type = "prob")

## }

##

## $levels

## function (x)

## x$obsLevels

##

## $predictors

## function (x, surrogate = TRUE, ...)

## {

## predictors(terms(x))

## }

##

## $tags

## [1] "Tree-Based Model" "Implicit Feature Selection"

## [3] "Two Class Only" "Accepts Case Weights"

##

## $sort

## function (x)

## x[order(-x$minsplit, -x$minbucket, -x$minprob, -x$maxheight),

## ]

The final print statement shows what it looks like and confirms it is  
there ready for us to use in the local environment. The original chaid  
version in caret remains untouched and available in caret for when  
we want it. To make use of our custom model we simply rebuild our search  
grid using our new parameters.

# set up tuning grid cgpCHAID

search\_grid <- expand.grid(

minsplit = c(30,40),

minprob = .1,

minbucket = 25,

maxheight = 4

)

search\_grid

## minsplit minprob minbucket maxheight

## 1 30 0.1 25 4

## 2 40 0.1 25 4

Then to use it to train our third model chaid.m3 we insert it into the  
method directive (**not quoted** because it’s in the local  
environment).

# train model

chaid.m3 <- train(

x = x,

y = y,

method = cgpCHAID,

trControl = train\_control,

metric = "Kappa",

tuneGrid = search\_grid

)

The process runs for a few minutes and then produces output very similar  
to what we received for chaid.m2. We get summarized information across  
our 10 folds and the all important The final values used for the model  
were minsplit = 40, minbucket = 25, minprob = 0.1 and maxheight = 4. I  
won’t review all the details since I’ve already covered it I’ve simply  
printed it out to confirm it all works.

chaid.m3

## CGP CHAID

##

## 1030 samples

## 30 predictor

## 2 classes: 'No', 'Yes'

##

## No pre-processing

## Resampling: Cross-Validated (10 fold)

## Summary of sample sizes: 926, 927, 927, 927, 927, 927, ...

## Resampling results across tuning parameters:

##

## minsplit Accuracy Kappa

## 30 0.8320546 0.2098294

## 40 0.8349672 0.2151947

##

## Tuning parameter 'minbucket' was held constant at a value of 25

##

## Tuning parameter 'minprob' was held constant at a value of 0.1

##

## Tuning parameter 'maxheight' was held constant at a value of 4

## Kappa was used to select the optimal model using the largest value.

## The final values used for the model were minsplit = 40, minbucket =

## 25, minprob = 0.1 and maxheight = 4.

chaid.m3$finalModel

##

## Model formula:

## .outcome ~ Age + BusinessTravel + DailyRate + Department + DistanceFromHome +

## Education + EducationField + EnvironmentSatisfaction + Gender +

## HourlyRate + JobInvolvement + JobLevel + JobRole + JobSatisfaction +

## MaritalStatus + MonthlyIncome + MonthlyRate + NumCompaniesWorked +

## OverTime + PercentSalaryHike + PerformanceRating + RelationshipSatisfaction +

## StockOptionLevel + TotalWorkingYears + TrainingTimesLastYear +

## WorkLifeBalance + YearsAtCompany + YearsInCurrentRole + YearsSinceLastPromotion +

## YearsWithCurrManager

##

## Fitted party:

## [1] root

## | [2] OverTime in No

## | | [3] YearsAtCompany in [0,2]

## | | | [4] Age in [18,29], (29,34]

## | | | | [5] StockOptionLevel in 0: No (n = 43, err = 48.8%)

## | | | | [6] StockOptionLevel in 1, 2, 3: No (n = 45, err = 15.6%)

## | | | [7] Age in (34,38], (38,45], (45,60]: No (n = 77, err = 7.8%)

## | | [8] YearsAtCompany in (2,5], (5,7], (7,10], (10,40]

## | | | [9] WorkLifeBalance in Bad: No (n = 36, err = 19.4%)

## | | | [10] WorkLifeBalance in Good, Better, Best

## | | | | [11] Department in Human\_Resources, Sales: No (n = 183, err = 9.8%)

## | | | | [12] Department in Research\_Development: No (n = 347, err = 4.0%)

## | [13] OverTime in Yes

## | | [14] JobLevel in 1

## | | | [15] JobRole in Healthcare\_Representative, Human\_Resources, Laboratory\_Technician, Manager, Manufacturing\_Director, Research\_Director, Sales\_Executive, Sales\_Representative

## | | | | [16] YearsInCurrentRole in [0,1], (2,4], (4,7]: Yes (n = 35, err = 17.1%)

## | | | | [17] YearsInCurrentRole in (1,2], (7,18]: No (n = 29, err = 44.8%)

## | | | [18] JobRole in Research\_Scientist: No (n = 53, err = 35.8%)

## | | [19] JobLevel in 2, 3, 4, 5

## | | | [20] Gender in Female: No (n = 86, err = 9.3%)

## | | | [21] Gender in Male

## | | | | [22] MaritalStatus in Divorced, Married: No (n = 71, err = 18.3%)

## | | | | [23] MaritalStatus in Single: No (n = 25, err = 44.0%)

##

## Number of inner nodes: 11

## Number of terminal nodes: 12

confusionMatrix(chaid.m3)

## Cross-Validated (10 fold) Confusion Matrix

##

## (entries are percentual average cell counts across resamples)

##

## Reference

## Prediction No Yes

## No 80.0 12.6

## Yes 3.9 3.5

##

## Accuracy (average) : 0.835

confusionMatrix(predict(chaid.m3), y)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 858 137

## Yes 6 29

##

## Accuracy : 0.8612

## 95% CI : (0.8385, 0.8817)

## No Information Rate : 0.8388

## P-Value [Acc > NIR] : 0.02656

##

## Kappa : 0.2463

## Mcnemar's Test P-Value : < 2e-16

##

## Sensitivity : 0.9931

## Specificity : 0.1747

## Pos Pred Value : 0.8623

## Neg Pred Value : 0.8286

## Prevalence : 0.8388

## Detection Rate : 0.8330

## Detection Prevalence : 0.9660

## Balanced Accuracy : 0.5839

##

## 'Positive' Class : No

##

plot(chaid.m3)
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plot(chaid.m3$finalModel)
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A quick reminder that you can get relative variable importance with  
varImp. And of course the all important look at how well we predicted  
against our held out test data set.

varImp(chaid.m3)

## ROC curve variable importance

##

## only 20 most important variables shown (out of 30)

##

## Importance

## OverTime 100.00

## YearsInCurrentRole 90.81

## YearsAtCompany 90.41

## MonthlyIncome 87.08

## JobLevel 84.36

## TotalWorkingYears 80.04

## YearsWithCurrManager 79.78

## StockOptionLevel 69.51

## MaritalStatus 65.96

## Age 59.31

## JobSatisfaction 44.86

## JobInvolvement 44.27

## DistanceFromHome 36.80

## EnvironmentSatisfaction 32.15

## WorkLifeBalance 31.63

## DailyRate 30.23

## JobRole 29.94

## NumCompaniesWorked 28.67

## Department 25.79

## HourlyRate 19.81

confusionMatrix(predict(chaid.m3, newdata = test), test$Attrition)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 365 67

## Yes 4 4

##

## Accuracy : 0.8386

## 95% CI : (0.8009, 0.8718)

## No Information Rate : 0.8386

## P-Value [Acc > NIR] : 0.5316

##

## Kappa : 0.0709

## Mcnemar's Test P-Value : 1.866e-13

##

## Sensitivity : 0.98916

## Specificity : 0.05634

## Pos Pred Value : 0.84491

## Neg Pred Value : 0.50000

## Prevalence : 0.83864

## Detection Rate : 0.82955

## Detection Prevalence : 0.98182

## Balanced Accuracy : 0.52275

##

## 'Positive' Class : No

##

One last exercise might also be fruitful. Suppose the only thing you  
wanted to tell chaid was how deeply it was allowed to go in the tree.  
Let’s run a simple example where we use all the defaults but force  
either a two level or three level solution.

# set up tuning grid cgpCHAID

search\_grid <- expand.grid(

minsplit = c(30),

minprob = .01,

minbucket = 7,

maxheight = 3:4

)

# train model

chaid.m4 <- train(

x = x,

y = y,

method = cgpCHAID,

metric = "Kappa",

trControl = train\_control,

tuneGrid = search\_grid

)

Those simple steps produce chaid.m4 which we can then investigate in  
the usual way.

chaid.m4

## CGP CHAID

##

## 1030 samples

## 30 predictor

## 2 classes: 'No', 'Yes'

##

## No pre-processing

## Resampling: Cross-Validated (10 fold)

## Summary of sample sizes: 927, 926, 927, 926, 928, 927, ...

## Resampling results across tuning parameters:

##

## maxheight Accuracy Kappa

## 3 0.8417388 0.2306686

## 4 0.8291923 0.1885956

##

## Tuning parameter 'minsplit' was held constant at a value of 30

##

## Tuning parameter 'minbucket' was held constant at a value of 7

##

## Tuning parameter 'minprob' was held constant at a value of 0.01

## Kappa was used to select the optimal model using the largest value.

## The final values used for the model were minsplit = 30, minbucket =

## 7, minprob = 0.01 and maxheight = 3.

chaid.m4$finalModel

##

## Model formula:

## .outcome ~ Age + BusinessTravel + DailyRate + Department + DistanceFromHome +

## Education + EducationField + EnvironmentSatisfaction + Gender +

## HourlyRate + JobInvolvement + JobLevel + JobRole + JobSatisfaction +

## MaritalStatus + MonthlyIncome + MonthlyRate + NumCompaniesWorked +

## OverTime + PercentSalaryHike + PerformanceRating + RelationshipSatisfaction +

## StockOptionLevel + TotalWorkingYears + TrainingTimesLastYear +

## WorkLifeBalance + YearsAtCompany + YearsInCurrentRole + YearsSinceLastPromotion +

## YearsWithCurrManager

##

## Fitted party:

## [1] root

## | [2] OverTime in No

## | | [3] YearsAtCompany in [0,2]

## | | | [4] Age in [18,29], (29,34]: No (n = 88, err = 31.8%)

## | | | [5] Age in (34,38], (38,45], (45,60]: No (n = 77, err = 7.8%)

## | | [6] YearsAtCompany in (2,5], (5,7], (7,10], (10,40]

## | | | [7] WorkLifeBalance in Bad: No (n = 36, err = 19.4%)

## | | | [8] WorkLifeBalance in Good, Better, Best: No (n = 530, err = 6.0%)

## | [9] OverTime in Yes

## | | [10] JobLevel in 1

## | | | [11] JobRole in Healthcare\_Representative, Human\_Resources, Laboratory\_Technician, Manager, Manufacturing\_Director, Research\_Director, Sales\_Executive, Sales\_Representative: Yes (n = 64, err = 34.4%)

## | | | [12] JobRole in Research\_Scientist: No (n = 53, err = 35.8%)

## | | [13] JobLevel in 2, 3, 4, 5

## | | | [14] Gender in Female: No (n = 86, err = 9.3%)

## | | | [15] Gender in Male: No (n = 96, err = 25.0%)

##

## Number of inner nodes: 7

## Number of terminal nodes: 8

confusionMatrix(chaid.m4)

## Cross-Validated (10 fold) Confusion Matrix

##

## (entries are percentual average cell counts across resamples)

##

## Reference

## Prediction No Yes

## No 80.6 12.5

## Yes 3.3 3.6

##

## Accuracy (average) : 0.8417

confusionMatrix(predict(chaid.m4), y)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 842 124

## Yes 22 42

##

## Accuracy : 0.8583

## 95% CI : (0.8354, 0.879)

## No Information Rate : 0.8388

## P-Value [Acc > NIR] : 0.04743

##

## Kappa : 0.3027

## Mcnemar's Test P-Value : < 2e-16

##

## Sensitivity : 0.9745

## Specificity : 0.2530

## Pos Pred Value : 0.8716

## Neg Pred Value : 0.6563

## Prevalence : 0.8388

## Detection Rate : 0.8175

## Detection Prevalence : 0.9379

## Balanced Accuracy : 0.6138

##

## 'Positive' Class : No

##

plot(chaid.m4)
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plot(chaid.m4$finalModel)
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Although this post is more about explaining how to use the tools than it  
is about actually fitting this fictional data, let’s review all four of  
the models we built for comparative purposes. If you need to review what  
all these measures are please consult this webpage [Confusion  
Matrix](http://www.dataschool.io/simple-guide-to-confusion-matrix-terminology/).

confusionMatrix(predict(chaid.m1, newdata = test), test$Attrition)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 357 64

## Yes 12 7

##

## Accuracy : 0.8273

## 95% CI : (0.7886, 0.8614)

## No Information Rate : 0.8386

## P-Value [Acc > NIR] : 0.7642

##

## Kappa : 0.0938

## Mcnemar's Test P-Value : 4.913e-09

##

## Sensitivity : 0.96748

## Specificity : 0.09859

## Pos Pred Value : 0.84798

## Neg Pred Value : 0.36842

## Prevalence : 0.83864

## Detection Rate : 0.81136

## Detection Prevalence : 0.95682

## Balanced Accuracy : 0.53304

##

## 'Positive' Class : No

##

confusionMatrix(predict(chaid.m2, newdata = test), test$Attrition)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 351 50

## Yes 18 21

##

## Accuracy : 0.8455

## 95% CI : (0.8082, 0.8779)

## No Information Rate : 0.8386

## P-Value [Acc > NIR] : 0.3779937

##

## Kappa : 0.3019

## Mcnemar's Test P-Value : 0.0001704

##

## Sensitivity : 0.9512

## Specificity : 0.2958

## Pos Pred Value : 0.8753

## Neg Pred Value : 0.5385

## Prevalence : 0.8386

## Detection Rate : 0.7977

## Detection Prevalence : 0.9114

## Balanced Accuracy : 0.6235

##

## 'Positive' Class : No

##

confusionMatrix(predict(chaid.m3, newdata = test), test$Attrition)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 365 67

## Yes 4 4

##

## Accuracy : 0.8386

## 95% CI : (0.8009, 0.8718)

## No Information Rate : 0.8386

## P-Value [Acc > NIR] : 0.5316

##

## Kappa : 0.0709

## Mcnemar's Test P-Value : 1.866e-13

##

## Sensitivity : 0.98916

## Specificity : 0.05634

## Pos Pred Value : 0.84491

## Neg Pred Value : 0.50000

## Prevalence : 0.83864

## Detection Rate : 0.82955

## Detection Prevalence : 0.98182

## Balanced Accuracy : 0.52275

##

## 'Positive' Class : No

##

confusionMatrix(predict(chaid.m4, newdata = test), test$Attrition)

## Confusion Matrix and Statistics

##

## Reference

## Prediction No Yes

## No 362 64

## Yes 7 7

##

## Accuracy : 0.8386

## 95% CI : (0.8009, 0.8718)

## No Information Rate : 0.8386

## P-Value [Acc > NIR] : 0.5316

##

## Kappa : 0.1178

## Mcnemar's Test P-Value : 3.012e-11

##

## Sensitivity : 0.98103

## Specificity : 0.09859

## Pos Pred Value : 0.84977

## Neg Pred Value : 0.50000

## Prevalence : 0.83864

## Detection Rate : 0.82273

## Detection Prevalence : 0.96818

## Balanced Accuracy : 0.53981

##

## 'Positive' Class : No

##

At this juncture we’re faced with the same problem we had in my last  
post. We’re drowning in data from the individual confusionMatrix  
results. [We’ll resort to the same purrr  
solution](http://ibecav.github.io/chaidtutor2/) to give us a far  
more legible table of results focusing on the metrics I’m most  
interested in. To do that we need to:

1. Make a named list called modellist that contains our 4 models  
   with a descriptive name for each
2. Use map from purrr to apply the predict command to each model  
   in turn to our test dataset
3. Pipe those results to a second map command to generate a confusion  
   matrix comparing our predictions to test$Attrition which are the  
   actual outcomes.
4. Pipe those results to a complex map\_dfr (that I explained last  
   time) that creates a dataframe of all the results with each CHAID  
   model as a row.
5. Show us the names of the columns we have available.

modellist <- list("Default tune" = chaid.m1,

"a2 & a4 stricter" = chaid.m2,

"Custom parameters" = chaid.m3,

"3 or 4 levels" = chaid.m4)

CHAIDResults <- map(modellist, ~ predict(.x, newdata = test)) %>%

map(~ confusionMatrix(test$Attrition, .x)) %>%

map\_dfr(~ cbind(as.data.frame(t(.x$overall)),as.data.frame(t(.x$byClass))), .id = "ModelNumb")

names(CHAIDResults)

## [1] "ModelNumb" "Accuracy" "Kappa"

## [4] "AccuracyLower" "AccuracyUpper" "AccuracyNull"

## [7] "AccuracyPValue" "McnemarPValue" "Sensitivity"

## [10] "Specificity" "Pos Pred Value" "Neg Pred Value"

## [13] "Precision" "Recall" "F1"

## [16] "Prevalence" "Detection Rate" "Detection Prevalence"

## [19] "Balanced Accuracy"

From the list of available columns let’s use dplyr to select just the  
columns we want, round the numeric columns to 3 digits and then use  
kable to make a pretty table that is much easier to understand.

CHAIDResults %>%

select("ModelNumb", "Accuracy", "Kappa", "Sensitivity", "Specificity", "Neg Pred Value", "F1", "Balanced Accuracy") %>%

mutate\_if(is.numeric,funs(round(.,3))) %>%

kable("html") %>%

kable\_styling(bootstrap\_options = c("striped", "hover", "condensed", "responsive"))

| **ModelNumb** | **Accuracy** | **Kappa** | **Sensitivity** | **Specificity** | **Neg Pred Value** | **F1** | **Balanced Accuracy** |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Default tune | 0.827 | 0.094 | 0.848 | 0.368 | 0.099 | 0.904 | 0.608 |
| a2 & a4 stricter | 0.845 | 0.302 | 0.875 | 0.538 | 0.296 | 0.912 | 0.707 |
| Custom parameters | 0.839 | 0.071 | 0.845 | 0.500 | 0.056 | 0.911 | 0.672 |
| 3 or 4 levels | 0.839 | 0.118 | 0.850 | 0.500 | 0.099 | 0.911 | 0.675 |

By nearly every measure we care about, chaid.m2 (where the best fit was  
alpha2 = 0.05 and alpha4 = 0.001) clearly emerges as the best predictor  
against out test dataset. **N.B.** notice that if you only focus on  
the default accuracy measure, the models are all very close. But if you  
focus on more precise measures like Kappa and Negative Predictive Value  
(which in this case is a great indicator of how well we are specifically  
getting our prediction of attrition correct – compared to the more  
common case of predicting that people will stay)

It’s a very simple and parsimonious model, where we only need to know  
three things about the staff member to get pretty accurate predictions;  
Overtime, YearsAtCompany, and JobLevel. It’s very clear that some  
of the other variables may be at work here but we should acquire more  
data to make that assessment rather than trying to overpredict with the  
data we have on hand.